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Abstract
Synthetic PET Imaging is a technique for using computational models derived from primate

neurophysiological data to predict and analyze the results of human PET studies. This technique makes

use of the hypothesis that rCBF (regional cerebral blood flow) is correlated with the integrated synaptic

activity in a localized brain region. In this paper, we describe the Synthetic PET imaging approach, and

demonstrate how it is applied to the FARS model of parietal-premotor interactions underlying primate

grasp control. The Synthetic PET measures are computed for a simulated conditional/non-conditional

grasping experiment, and then compared to the results of a similar human PET study. We then show

how the human PET results may be used to further constrain the computational model.

1. Synthetic PET Defined
In order to provide a causal account of brain function constrained by data from both primate

neurophysiology and human brain imaging, Arbib, Bischoff, Fagg, & Grafton (1995) introduced a new

computational technique, called Synthetic PET imaging. This technique uses neural models that are based

on primate neurophysiology to predict and analyze results from PET (Positron Emission Tomography)

brain imaging of cerebral blood flow or glucose metabolism taken during performance of a variety of

human behaviors. The problem is to find an integrated measure of activity in each simulated neural

group that provides a predictor for the PET-measured activation of the 3D volume to which the neurons

in this group correspond. The key hypothesis is that PET metabolic imaging is correlated with the

integrated synaptic activity in a brain region (Brownell, Budinger, Lauterbur, & McGeer, 1982), and thus

reflects in part neural activity in regions afferent to the region studied, rather than intrinsic neural

activity of the region alone. However, the method is general, and can potentially accommodate other

hypotheses on single cell correlates of imaged activity, and can thus be applied to other imaging

techniques, such as functional MRI, as they emerge (see Arbib et al., 2000 for further discussion). Thus,

although the present study uses Synthetic PET, we emphasize that this is but one case of the broader

potential for systems neuroscience of Synthetic Brain Imaging (SBI) in general.

In the rest of this section we briefly review the way in which we represent neural networks for

computer simulation, and then provide the formal definition for Synthetic PET.

Modeling Neural Networks: Here, we adopt the leaky integrator model of the neuron, in which the

internal state of the neuron is described by a single variable, the membrane potential m(t) at the spike

initiation zone. The time evolution of m(t) is given by the differential equation:

τ
d m t( )

dt
= −m t( ) + w iX i t( )+ h

i
∑ , (1)

with resting level h, time constant τ, Xi(t) the firing rate at the ith input, and wi the corresponding

synaptic weight. The present model defines the firing rate as a continuously varying measure of the
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cell’s activity. The firing rate is approximated by a sigmoid function of the membrane potential, M(t) =

σ(m(t)) 1.

Many brain regions can be modeled as a set of two dimensional arrays of neurons, with one array

for each anatomically or physiologically distinct cell type. Connections between these neural arrays are

defined in terms of interconnection masks which describe the synaptic weights. E.g., the equations

τA = 10 ms, and

SA = C + W*B

state that the membrane time constant for neural region A, τA, is 10 milliseconds, and that for each

cell i,j in array A, the cell’s input, SA(i,j), is the sum of the output of the i,jth cell in C, plus the sum of the

outputs of the 9 cells in B centered at i,j times their corresponding weights in W. In other words,

SA i, j( ) = C i, j( )+ W k,l( )
k,l = −1

1

∑ B i + k, j + l( ).

That is, the * operator in “W*B” indicates that mask W is spatially convolved with B.

Defining Synthetic PET: The issue now is how to map the activity simulated in neural network

models of interacting brain regions based on say single-cell recordings in behaving monkeys into

predictions of metabolic activity values to be recorded from corresponding regions of the human brain

by imaging techniques such as positron emission tomography (PET). There are two problems:

localization, and modeling activation.

i) Localization: Each array in the neural network model represents a neural population in a region

identified anatomically and physiologically in the monkey brain. A Synthetic PET comparison

requires explicit hypotheses stating that each such region A is homologous to a region h(A) in

the human brain such that - within the tasks under consideration - A and h(A) perform their

tasks in the same way. In some cases, such homologies are well defined. In other cases, the

existence or identity of such a homology is an open question. Thus, the comparison of a

Synthetic PET study with the results of a human brain scan study will, inter alia, be a test of the

hypothesis “h(A) in human is homologous to A in (a given species of) monkey”, and comparison

of synthetic and human studies may suggest a new homology to be tested in further studies.2

ii) Modeling activation: PET typically measures regional cerebral blood flow (rCBF). Arbib, et al.

(1995) hypothesize that the counts acquired in PET scans are correlated with local synaptic

activity in a particular region (Brownell, et al., 1982; Fox & Raichle, 1985), and call this

——————————————————————————————                                                       
1 An appreciation of neural complexity is necessary for the computational neuroscientist wishing to determine how detailed the
neural model needs to be when studying a specific system - see (Rall, 1995) and the section on "More Detailed Properties of
Neurons" in (Arbib, 1995c), for further details.
2 See Bota and Arbib (2001) for the prototype of a database equipped with an inference engine for evaluating putative
homologies.
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measure the “raw PET activity”. However, PET studies typically do not report these values,

but instead report the comparative values of this activity in a given region for two different

tasks or behaviors.

We thus define our Synthetic PET computation in two stages:

a) Compute rPETA, the simulated value of raw PET activity, for each region A of our network

while it is used to simulate the monkey’s neural activity in some given task.

b) Compare the activities computed for two different tasks. The result is a Synthetic PET

comparison which presents our prediction of human brain activity as based on neural

network modeling constrained by monkey neurophysiology and known functional

neuroanatomy.

The synthetic raw activity, rPETA, associated with a cell group A is defined as:

    
rPETA = wB→A (t)

B
∑ dt

t0

t1

∫ , (2)

where A is the region of interest, the sum is over all regions B that project to the region of interest,

wB→A(t) is the synaptic activity ( strengthsynapticratefiring * ) summed over all the synapses from

region B to region A at time t, and the time interval from t0 to t1 corresponds to the duration of the scan

(see Arbib, et al., 1995 for further discussion).

The comparative activity PETA(1/2) for task 1 over task 2 for each region A was given by Arbib et

al. (1995) as:

PETA 1 / 2( ) = rPETA 1( )− rPETA 2( )
rPETA 2( )

, (3a)

where rPETA(i) is the value of rPETA in condition i, to compare the change in PETA from task 2 to task

1. In the present study we use a different measure, defining the relative synaptic activity for region A from

task 1 to task 2 with max(rPETA(1), rPETA(2)) replacing rPETA(2) in the denominator of equation 3a to

yield

PETA(1/2) = 
rPETA j( )

max
i ∈ 1,2{ }

rPETA i( )( )
(3b)

This yields a more robust measure of relative synaptic activity.

We can display the values of the “Synthetic PET comparison” PETA(1/2) for each region A on a

graph or in a table, or we may (see Arbib, et al., 1995) convert each A-value to a color scale, and display

the colors on the region h(A) homologous to A on slices based on the Talairach Atlas (Talairach &

Tournoux, 1988). The resulting images then predict the results of human PET studies. Note that we are

plotting synaptic activity for each region A, not the neural activity of A. As a computational plus (going

beyond the imaging technology), we may also collect the contributions of the excitatory and inhibitory

synapses separately, based on evaluating the integral in Eq. 2 over one set of synapses or the other.
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Using simulated PET, we can break apart different factors that contribute to the measure of synaptic

activity so that they can be studied independently. This can allow a much more informed view of the

actual PET data that are collected, possibly shedding light on apparent contradictions that arise from

interpreting rCBF simply as cell activity.

2. A Model of Grasp Control
The cells of area F5 of the macaque inferior premotor cortex are often selective for the type of grasp

made by the monkey (Rizzolatti, Camarda, Fogassi, Gentilucci, Luppino, & Matelli, 1988). Grasps

observed during these experiments include precision pinches (using the tips of the index finger and

thumb), lateral pinches (thumb against the side of the index finger), and power grasps (four fingers

opposing the palm). In addition, the firing of these cells typically correlated with a particular phase of

the ongoing movement. For a task in which the monkey was presented with an object, then grasped the

object in response to a go signal, held the object, and finally released the object after a secondary go

signal, the following phases were identified: preparatory (set), finger extension, finger flexion, holding,

and release. F5 exchanges cortico-cortical connections with the anterior intra-parietal area of parietal

cortex (AIP), whose cells demonstrate a variety of both visual- and grasp-related responses (Taira et al.,

1990).

This section outlines the FARS (Fagg-Arbib-Rizzolatti-Sakata) model of the grasping process. It is

implemented in terms of simplified, but biologically plausible neural networks. For details of the model,

supporting monkey data, computational constraints, and a set of simulation results, see Fagg (1996) and

Fagg & Arbib (1998). In the next section, we will extract measures of regional synaptic activity from the

model, and then compare them to rCBF results in a human PET study.

The FARS model focuses on the roles of several intra-parietal areas (AIP, PIP, and VIP), inferior

premotor cortex (F4 and F5), pre-SMA (F6), frontal cortex (area 46), F2 (dorsal premotor cortex),

inferotemporal cortex (IT), the secondary somatosensory cortex (SII), and the basal ganglia (BG).

However, in this paper we shall discuss only the contributions of AIP, F5, F6, F2, and the BG. The crucial

aspects of the model (see Figure 1) are the following:

1. AIP serves the dual role of first computing a set of affordances for the object being attended

(i.e., AIP highlights properties of the object relevant for manually interacting with it), and then

maintaining an active memory of the selected affordance as the corresponding grasp is prepared

and executed.

2. F5 integrates a variety of constraints to decide on the single grasp that is to be executed. These

constraints include visual information (from the affordances extracted by AIP), task information

(from F6), instruction stimuli (from F2), and a working memory (from area 46) of recently-

executed grasps. We shall say more of F6 and F2 below; area 46 will not be considered further in
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the present paper. When the movement is triggered, F5 is responsible for the high-level

execution and subsequent monitoring of the planned preshape and grasp.

Fagg & Arbib (1998) have offered both a computational analysis and an analysis of empirical data in

support of the hypothesis that not only is F5 responsible for unfolding the grasp in time during the

execution of the movement, but that F5 also sends recurrent connections back to AIP to update AIP’s

active memory for the grasp that is about to be executed or that is being executed by F5.

Figure 1 illustrates how the modeled AIP computes a set of affordances for a mug, and passes the

corresponding set of grasps to F5. In general, a single object affords many possible grasps. As a function

of the current context, F5 selects only one. This decision is then broadcast back to AIP, which shunts the

other affordances, leaving only the affordance that corresponds to the selected grasp. During the

execution of the grasp, the affordance represented by AIP forms the active memory which is continually

updated by inputs from the active grasp program in F5. This process of separating out motor-related

visual features may explain why cells in AIP reflect both object- and grasp-related activity patterns.

The current context used by F5 to select amongst available grasps may include task requirements,

position of the object in space, and even obstacles. When the precise task is known ahead of time, it is

assumed that a higher level planning region predisposes the selection of the correct grasp. In the FARS

model, it is area F6 that performs this function. However, in this paper we emphasize a task in which the

grasp is not known prior to presentation of the object, and is only determined by an arbitrary instruction

stimulus made available during the course of the trial (e.g. an LED whose color indicates one of two

AIP

F5

dorsal/ventral 
streams

Task Constraints (F6)

Working Memory (46)

Instruction Stimuli (F2)

Figure 1: According to the FARS model, AIP uses visual input to extract affordances, which highlight the
features of the object that are relevant to grasping it. F5 then applies various constraints to select a grasp
for execution and to inform AIP of the status of its execution, thus updating AIP’s active memory. The
areas shown are AIP (anterior intraparietal cortex), area F5 (of the ventral premotor cortex), and regions
providing supporting input to F5, namely F6 (pre-SMA), area 46 (dorsolateral prefrontal cortex), and F2
(dorsal premotor cortex).
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grasps). The dorsal premotor cortex (F2) is thought to be responsible for the association of arbitrary IS

with the preparation of motor programs (Evarts, Shinoda, & Wise, 1984; Kurata & Wise, 1988; Wise &

Mauritz, 1985). In a task in which a monkey must respond to the display of a pattern with a particular

movement of a joystick, some neurons in F2 respond to the sensory-specific qualities of the input, but

others specifically encode which task is to be executed on the basis of the instruction - they thus form set

cells which encode the motor specification until the go signal is received (Fagg & Arbib, 1992; Mitz,

Godshalk, & Wise, 1991).

We therefore implicate F2 as a key player in this grasp association task. What is particularly

interesting about this type of conditional task, is that alone, neither the view of the object (with its

multiple affordances), nor the instruction stimulus (IS) is enough to specify the grasp in its entirety: the

visual input specifies the details of all the possible grasps; the IS specifies only the grasp mode—and not

the specific parameters of the grasp (such as the aperture). F5 must combine these sources of

information in order to determine the unique grasp that will be executed.

2.1 Population Coding of Grasp Type in AIP and F5

Figure 2 presents an outline of the neural regions involved in the FARS model of grasp production.

The precision pinch and power grasp pools of AIP receive inputs from both the dorsal and ventral

visual pathways (pathways not shown; more details may be found in Fagg, 1996 and Fagg & Arbib,

1998). The pools in F5 and AIP are connected through recurrent excitatory connections: affordances

represented by populations of units in AIP excite corresponding grasp cells in F5; active F5 units,

representing a selected grasp, in turn support the AIP units that extract the motorically-relevant features

of the objects. In monkey, the number of neurons in F5 involved in the execution of the precision pinch is

greater than the number observed for any other grasp (Rizzolatti, et al., 1988). The model reflects this

distribution in the sizes of the precision and power pools in both F5 and AIP.

Each grasp pool within F5 is partitioned into overlapping subpopulations that encode both the

phase of the grasp program, and the grasp parameters (e.g. the grasp aperture). Subpopulations within

AIP capture the affordance parameters, such as object width. Cells within these subpopulations

exchange excitatory connections with one another, supporting their mutual coactivation. Competition

between opposing subpopulations is mediated via inhibitory interneurons (indicated by the connections

in Figure 2 that are terminated with filled circles). F5 cells that are active for a given phase of movement

recruit units in the primary motor cortex (F1) that move the fingers in a manner that is appropriate for

that phase. In addition, units in the secondary somatosensory cortex (SII) are recruited by F5 cells as a

way of monitoring the progress of the grasp as it is executed. The results of this monitoring are

broadcast back to F5, which may in turn adjust the ongoing execution of the program.

When the model is presented with the conditional task described in the previous section, how is a

unique grasp selected for execution? AIP first extracts the set of affordances that are relevant for the
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presented object (say, a cylinder). These affordances, which also encode the diameter of the cylinder,

activate the corresponding motor set cells in F5. However, because there are multiple active affordances,

several competing subpopulations of F5 set cells achieve a moderate level of activation. This competition

is resolved only when the IS is presented. This instruction signal, mapped to a grasp mode preference by

the basal ganglia (connections not shown in the Figure), is hypothesized to arrive at F5 via F2. The signal

increases the activation level of those F5 cells that correspond to the selected grasp, allowing them to

win the competition over the other subpopulations.

Besides the processing of instruction stimuli, the basal ganglia play two additional roles in the

model. A subset of BG units are dedicated to implementing the gating circuitry that controls the phasic

behavior of cells within F5. This phasic activation, in turn, implements the set, preshape, enclose, hold,

and release phases of the grasping motor program. This monitoring of the motor program takes place at

a coarse level and is not specific to the type of grasp that is executed. In general, we imagine that F6 is

responsible for configuring the gating circuitry so as to implement the appropriate sequence of

movements. However, this knowledge is not explicitly represented in this implementation of the model.

An additional set of BG cells is responsible for providing task specific biases for the grasp selection

process. These cells also receive this bias information from area F6.
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2.2 Control of Sequential Behavior

The SMA has been implicated in the planning and execution of complex movements (Tanji &

Keisetsu, 1994). In the FARS model, area F6 (pre-SMA) is responsible for representing the high-level

sequence for performing the task (wait-grasp-hold-release). This region manages the phase-related

activity in F5 and F4 (ventral premotor region involved in reaching movements) via pathways through

the basal ganglia (see Figure 2).

F6 first prepares the ventral premotor regions for execution of the coming grasp by priming F4 and

F5. This priming process allows set cells within F5 to become active in response to inputs from AIP. In

response to the go signal given by the experimenter, F6 initiates execution of the program by priming

movement-related cells in F5, and shunting set cells. Local excitatory and inhibitory interactions within

F5 ensure that the selected grasp, as represented by F5 set cell activity at the time of the go signal, gives

way to activation of the appropriate subpopulations of F5 movement (extension) cells.

Phase transitions in F5 from extension to flexion, and from flexion to holding are triggered by either an

internal model of the hand state, or directly by sensory feedback from the hand (available from SII).

Initiation of the release phases of movement is also managed by F6 in response to the second go signal.

F5 AIP
power

precision

power

precision

BG
F1

SII

F2

instruction 

stimulus

F6

Figure 2: A schematic view of the model’s architecture. Arrows indicate excitatory connections between
regions; filled circles indicate inhibitory connections. The precision pinch and power grasp pools in F5
and AIP are connected through recurrent excitatory connections. The precision pinch pool contains more
neurons than other grasps, which effects the Synthetic PET measure in these and downstream regions. F6
(pre-SMA) represents the high-level execution of the sequence, phase transitions dictated by the sequence
are managed by the basal ganglia (BG). The dorsal premotor cortex (F2) biases the selection of grasp to
execute as a function of the presented instruction stimulus.
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3. Synthetic PET for Grasp Control
In what follows, we present the results of two different Synthetic PET experiments, which serve as

predictions for what we expect when the experiments are performed in the human. In both experiments,

the modeled subject is asked to grasp a single object using one of two grasps.

1. In the first experiment, we examine the effects of knowing which grasp to use prior to the onset

of recording (non-conditional task), as compared with only being told which grasp to use after a

delay period (conditional task). In the conditional task, an instruction stimulus in the form of a bi-

colored LED informs the subject which grasp should be used.

2. The second experiment looks at the differences in rCBF between a “complex” grasp (precision

pinch), and a “simple” grasp (power grasp).

For both experiments, we report the relative synaptic activity for each brain region and task. In

addition, the comparative activity for each brain region is painted onto a three-dimensional model of a

brain, which is derived from a Talairach-registered MRI image. Table 1 reports the location of each brain

region and the experimental sources from which locations were derived. Regions on the surface of the

model were painted if they fell within an ellipsoid surrounding the reported Talairach coordinate. The

dimensions of the ellipsoids were scaled so as to bring the activation to the closest surface of the three-

dimensional model.

Brain

Region

Talairach Coordinates Source Experimental Context

X Y Z

F5 -64 4 24 Ehrsson et al., 2000

consistent with Buccino et al., 2001

Precision vs power grip

Action observation

AIP -40 -40 40 Binkofski et al., 2000

consistent with Buccino et al., 2001

Finger movement observation

Action observation

F1 complex -26 -24 38 Kinoshita et al., 1999 Precision grip for lifting

SII -64 -20 24 Binkofski et al., 1999 Object manipulation

F2 -31.5 -6.1 54.2 Kurata et al., 2000 Conditional finger movement

3.1 Comparison of Conditional and Non-Conditional Tasks

Figure 3A shows the relative synaptic activity measures for the conditional and non-conditional

tasks (Experiment 1). Only regions in the model that demonstrate a change in synaptic activity from one

task to the other are shown.

Table 1: Talairach coordinates for modeled brain regions.
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The most significant change predicted by the model is the level of activity exhibited by area F2

(dorsal premotor cortex). Its high level of activity in the conditional task is due to the fact that this

region is only involved when the model must map an arbitrary stimulus to a motor program. In the non-

conditional task, the region does not receive IS inputs, and thus its synaptic activity is dominated by the

general background activity in the region. The additional IS inputs in the conditional task have a second-

order effect on the network, as reflected in the small changes in synaptic activity in F5, BG, and AIP. The

increased synaptic activity in F5 is due to the additional positive inputs from F2. These inputs also cause

(A) (B)

 

(C) (D)

Figure 3: (A) Predictions of relative synaptic activity for the non-conditional and conditional tasks.
Relative synaptic activity is defined as in Eq. 3b. A positive slope implies an increase in relative synaptic
activity from the non-conditional to the conditional task. (B) The predicted PET image that highlights the
conditional synaptic activity over non-conditional activity; the brightness of the gold color is proportional

to ( )2/1ArPET . (C and D) Positive and negative synapse contributions to the synaptic activity measure
for the same pair of tasks.
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an increase in the region’s activity level, which is passed on through excitatory connections to both AIP

and BG (recall Fig. 2).

It is important to note that synaptic activity does not have the same meaning as neural activity. This
can be seen by examining the definition of wB→A(t) (see equation 2 of Section 1). The absolute value of

the synaptic strength contributes positively to this measure—so increases in either positive or negative

signals into a region will be reflected as an increase in synaptic activity. Neural activity, on the other

hand, increases with excitatory input but decreases with inhibitory input. An important property of the

Synthetic PET technique is that the positive and negative contributions to the Synthetic PET measure can

be differentiated in the simulation. This information, combined with knowledge of the gross anatomy

(especially the sign of connections between regions), can aid in inferring changes in neural activity

across tasks.

Figures 3 C,D demonstrate the positive and negative contributions, respectively, to the overall PET

measure in the conditional/non-conditional task comparison. Note that although the positive

contributions to F5 and AIP essentially dominate the full PET measure, we also see small increases in the

negative inputs into these regions. These inhibitory signals are due to negative inputs from local

recurrent connections in the respective areas (in the case of F5, BG also contributes additional negative

inputs). This serves as additional evidence that both F5 and AIP experience increases in their overall

neural activity.

3.2 Comparison of Complex and Simple Grasps

As noted in Sec. 2.1, the model reflects the fact that the number of F5 neurons involved in the

execution of the precision pinch is greater than those involved in the power grasp. We now show how

this distribution is reflected in the Synthetic PET measures. The protocol used during Experiment 2 was

the same as the non-conditional task described above.

Figure 4 illustrates a general increase in synaptic activity in many of the model’s regions for the

precision pinch over the power grasp. This effect is due to the larger number of participating units in F5

and AIP for the precision pinch case (see Figure 2). Not only is there a larger number of cells

contributing to the rCBF measure, on average, but also each unit in the “precision pools” of AIP and F5

receives a greater number of positive inputs from other precision units.

Furthermore, despite the fact that the number of participating cells has only changed in F5 and AIP,

we also observe an increase in synaptic activity in BG, F1, and SII. This is due to the fact that these

regions receive input from a larger number of F5 neurons during the precision pinch task. Because these

regions receive positive connections from F5 (Figure 2), this is an indication for a true increase in cell

activity in F5 for the precision pinch case.
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(A) (B)

 

(C) (D)

4. Human Grasping Experiments
The Synthetic PET experiments described above raise some important questions about how

instruction stimuli are mapped to arbitrary motor programs, and about the relative representation of

different grasps. In this section, we summarize the results of a human PET experiment in which both of

these questions were addressed (see Grafton, Fagg & Arbib, 1998, for details of the protocol and

conditional task results).

Figure 4: (A) Predictions of relative synaptic activity for the precision pinch and power grasp tasks. (B)
Predicted PET image (precision versus power grasp). (C and D) Positive and negative synapse
contributions to the synaptic activity measure the corresponding tasks.
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LED

FSR

Figure 5: Apparatus used in PET experiment. Each of three stations can be grasped in two ways: precision pinch of
the two plates in the grove (inset), or power grasp of the block. The side of the blocks are covered with a Force
Sensitive Resistive (FSR) material; Light Emitting Diodes (LEDs), depending upon the task, indicate both the goal
and type of grasp.

Subjects were asked to repeatedly perform grasping movements over the 90 second scanning period.

The targets of grasping were mounted on the experimental apparatus shown in Figure 5. Each of three

stations mounted on the apparatus consisted of both a rectangular block that could be grasped using a

power grasp, and a pair of plates (mounted in a groove on the side of the block - see inset of Figure 5),

which could be grasped using a precision pinch (thumb and index finger). A force sensitive resistive

(FSR) material, mounted on the front and back of the block, detected when a solid power grasp had been

established. The two plates were attached to a pair of mechanical micro-switches, which detected when

a successful precision pinch had been executed. For each station, the block and plates were mounted

such that the subject could grasp either one without requiring a change in wrist orientation. A bi-colored

LED at each station was used to instruct the subject as to the next target of movement. A successful

grasp of this next target was indicated to the subject by a change in the color of the LED. The subject

then held the grasp position until the next target was given. Targets were presented every 3 +/- 0.1

seconds.

Four different scanning conditions were repeated three times each. In the first, subjects repeatedly

performed a power grasp to the indicated block. The target block was identified by the turning on of the

associated LED (green in color). When the subject grasped the block, the color of the LED changed from

green to red. For the second condition, a precision pinch was used. The target was identified in the same

manner as the first condition. In the third grasping condition (conditional task), the initial color of the

LED instructed the subject to use either a precision pinch (green) or a power grasp (red). When contact

was established, the LED changed to the opposite color. In the fourth (control) condition, the subjects

were instructed to simply fixate on the currently lit LED, and not make movements of the arm or hand

(prior to the scan, the arm was placed in a relaxed position). The lit LED changed from one position to

another at the same rate and variability as in the grasping tasks. Prior to scanning, subjects were allowed

to practice the tasks for several minutes.
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4.1 Grasp versus Rest

Grafton, Fagg, and Arbib (1998) find that the areas most significantly active during grasping as

compared with the non-movement (control) condition include sensory and motor areas along the central

sulcus, as well as the nearby premotor and parietal cortices (Figure 6 left), which is consistent with a

number of other similar studies with arm movements (Grafton, Fagg, Woods, & Arbib, 1996; Roland,

Meyer, Shibasaki, Yamamoto, & Thompson, 1982; Winstein, Grafton, & Pohl, 1996). In addition,

significant activity is observed in the inferior precentral gyrus/sulcus (indicated by the arrow in the left

panel of Figure 6). This region corresponds to the ventral premotor cortex, and may include the human

homologue of Rizzolatti’s F5 (Winstein, et al., 1996).

4.2 Conditional versus Non-Conditional Grasp

The right panel of Figure 6 reflects differences of conditional grasp selection (power or precision

based on color cues) as compared to an average of the fixed grasping conditions (power and precision

tasks): Cond - (Power+Precision)/2. The upper arrow indicates a large area of significance in the left

superior frontal sulcus corresponding to the dorsal premotor cortex. As earlier noted, this region in

monkey is thought to be involved in the arbitrary association of stimuli with the preparation of motor

programs. The lower arrow indicates increased CBF in the left inferior parietal lobule and intraparietal

sulcus. Because this comparison is counterbalanced for the amount of movement made during execution

of the tasks, there is no difference observed in the motor execution areas.

Figure 6: Left hemisphere localization of task related effects. PET statistical comparisons of the pooled data across
subjects (in red, P<0.005) are superimposed on a single subject’s MRI scan centered in the same coordinate space.
The three panels are left superior oblique views, and denote differences of all grasp movements versus rest (left),
conditional grasp selection versus fixed grasping (right), and precision versus power grasp (lower panel).

4.3 Precision versus Power Grasp

The lower panel of Figure 6 denotes areas where rCBF activity is greater for precision grasps than

for power grasps. The upper arrow indicates a site located in the left dorsal frontal gyrus, in the extreme
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dorsal SMA. The lower left arrow denotes a difference in the left rostral inferior parietal lobule, the

lower right arrow indicates a difference in the intraparietal sulcus.

5. Comparison of PET and Synthetic PET for Grasp Control
5.1 Conditional vs. Non-Conditional Task

The model predicts that the conditional task should yield much higher activation in F2 (dorsal

premotor cortex), some activation of F5, and a slight activation of AIP. The human experiment

confirmed the F2 result, but failed to confirm the predictions for F5. Furthermore, in human we see an

activation of the inferior parietal cortex, along the intra-parietal sulcus, which is perhaps an AIP

homologue.

The negative F5 result may be used to further refine the model. Consider the functional connectivity

of these regions in the model (Figure 7A). In the model, the strength of the projection from F2 to F5 is

essentially a free parameter. In other words, there is a wide range of values over which the model will

correctly perform the conditional and non-conditional tasks. The implication is that, by tuning this

parameter, we can control this projection’s contribution to the synaptic activity measure in F5. However,

the difference in AIP synaptic activity from the non-conditional to the conditional task will always be

less than the difference observed in F5. This results from an interaction between the neural dynamics

and the assumptions made about the model anatomy. Suppose that the projection strength from F2 to F5

is increased. In this case, we would observe an increase in both F5 synaptic and cell activity. The increase

in F5 cell activity, however, is attenuated by local, recurrent inhibitory connections. Thus the excitation

that is then passed on to AIP via F5 does not reflect the full magnitude of the signal received from F2.

The conclusion is that, although we can adjust the free parameter to match one or the other

observations in the human experiment (of either F5 or AIP changes), the model cannot reflect both at the

same time. One possibility for repairing this problem in the model is to reroute the F2 information so

that it enters the grasp decision circuitry through AIP (or both AIP and F5), rather than exclusively

through F5 (Figure 7B). This would yield an increase in activity in AIP due to F2 activation with only an

attenuated signal being passed on to F5, resulting in only a small increase in F5 synaptic activity. Note

that we do not necessarily assume that there exists a direct cortico-cortical connection from F2 to AIP or

F5, but only that there is a functional connection (which potentially involves multiple synapses).
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5.2 Precision vs. Power Task

The model predicts a higher degree of synaptic activity in both F5 and AIP for complex grasps than

for simple grasps (in the model, these grasps are the precision pinch and power grasp, respectively).

Although we see an increase in activity for the precision grasp case along the inferior parietal sulcus

(IPS) in the human experiment, we fail to see any such change in the ventral premotor cortex

(specifically F5). Two explanations are possible for this negative result.

First, although Rizzolatti, et al. (1988) observe a larger number of cells for the more complex grasps

(e.g. the class of precision pinches), these cells may be involved in encoding the many variations of the

grasp. But, when a specific grasp is executed, the number of active cells may be the same as for any

other grasp instantiation (including side oppositions and power grasps). If this is the case, however, the

model would also predict no difference in synaptic activity in AIP.

The second possibility assumes that the number of active F5 cells does indeed differ significantly

between the precision and power grasps, but that the effect is masked by force-related activity in the

region. In the human experiment, performance of the power grasp required a reasonable level of force to

be applied to the block before the LED would indicate to the subject that a grasp had been detected. In

monkey, force-related activity has been observed in F5 (Hepp-Reymond, Husler, Maier, & Qi, 1994). The

implication is that even though there are fewer neurons involved in encoding the power grasp, they

achieve a higher level of activity because of the force requirements of the task. This higher level of cell

activity is an indicator of increases in the cells’ inputs, which implies an increase in the rCBF measure.

Thus, the rCBF measures could be similar enough in the two conditions to not be detectable above the

noise levels inherent in the PET imaging process.

BG

F2

instruction 

stimulus

F5 AIP

 
BG

F2

instruction 

stimulus

F5 AIP

 (A) (B)

Figure 7: Previous functional model (A = Figure 2) and updated functional model (B). In the revised
model, the information from F2 flows (primarily) into the circuit through a projection into AIP.
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6. Discussion
The fundamental benefit of the Synthetic PET method is that it allows for specific predictions in PET

experiments based on neural network models of behavior. Since the models themselves are a product of

functional anatomy, measured single-unit recordings, and behavioral measurements, Synthetic PET

provides a powerful bridge between all of these approaches. An additional strength of the Synthetic PET

implementation is that the contribution of excitatory and inhibitory influences can be teased apart.

Because synaptic activity is not the same as neural activity, being able to distinguish excitatory from

inhibitory influences can be an aid to inferring neural activity from the rCBF measure, possibly

clarifying apparent contradictions in rCBF data (an example has been demonstrated in Arbib, et al.,

1995).

The low-level details of the FARS grasping model (Fagg & Arbib, 1998) were derived primarily from

neurophysiological results obtained in monkey. The Synthetic PET approach extracts measures of

regional synaptic activity as the model performs a variety of tasks. These measures are then compared

to rCBF (regional cerebral blood flow) observed during human PET experiments as the subjects perform

tasks similar to those simulated in the model. In some cases, the human results provide confirmation of

the model behavior. In other cases, where there is a mismatch between model prediction and human

results, it is possible (as we have shown) to use these negative results to further refine and constrain the

model and, on this basis, design new experiments for both primate neurophysiology and human brain

imaging.

An additional feature of the Synthetic PET technique is that it provides a link between neural

network models and anatomic circuitry with the results displayed directly on a brain atlas centered in

Talairach coordinates (Talairach & Tournoux, 1988). This facilitates interaction between anatomists,

physiologists and modelers interested in common neurobehavioral phenomena. The method is

sufficiently flexible that it will be possible to have network implementations spanning multiple species.

Homologies and differences between species can then be tested more rigorously using predictions

generated by the Synthetic PET , while the human data provide another form of validation of neural

network models derived from monkey data.

Our current measure of “raw PET activity”, based on a linear function of the total of the absolute

value of synaptic activity, already yields qualitatively useful results in evaluating the sign and small

versus large magnitude of activities seen in PET comparisons. However, we do not claim that this first

approximation yields quantitatively accurate predictions. We note, as a target for further research on

Synthetic brain imaging, the interest of evaluating a variety of more quantitative fits based on (possibly

nonlinear) combinations of cell firing rates, synaptic change, and synaptic activity per se. We also note

the possibility of performing a stochastic analysis with the model in order to account for the variation in

PET activity seen in the same subject over a set of trials.
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